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 
ABSTRACT 
 
Now a day’s most of woman affected Breast at life of different 
stages. This disease affected rate reduced year by year using 
different procedures of medical treatment. Among these 
processes, early identification of breast cancer generates good 
results. Classification methods can support to decrease 
negative decisions. Novel techniques such as like knowledge 
discovery in database have become well-liked research tool 
from medical research. With the help of these techniques 
extract the patterns and find out relationship between large 
numbers of objects. Based on historical datasets of 
corresponding cases stored in data bases, these results 
compare with fresh outcomes. In this paper, implement a new 
model based on classification techniques for analyzing breast 
cancer data. The statistical results show the effectiveness of 
techniques and compare these techniques based on accuracy, 
sensitivity, and specificity.  
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1. INTRODUCTION 
After lung cancer, major reason for women's death is breast 
cancer. According to Indian Council for Medical Research of 
new cancer cases is to be 14.5 lakhs in 2016. Every year this 
number increased up to 17.3 lakhs in 2020. Different 
organizations play crucial role for care of breast cancer in 
India for reduced the number of patients. The technical 
support gives boost to predict the breast cancer in early stages. 
Different types of technology like Data Mining, Big Data, 
Data Analytics, Machine Learning and Artificial intelligence. 
In this paper major concentrate on three classification 
techniques and approach is shown in Figure1. It also reduces 
the cost and time of prediction of results. Based on this 
technology to enhance the healthcare system in presence of 
quality and reducing the cost of treatment. In real-time 
scenario, front line warriors making strategic decisions to  
 

 

 
save people’s lives. Classification is most essential 
technology in different fields for retrieve the accurate results 
in less time.  
 
Most of the researchers used machine learning techniques in 
different areas in different aspects.   
 
 
 
 

 
Figure 1: Diagrammatic representation of our proposed system 

 
We shall explain Dataset description in Section 2, the 
methodology in Section 3. Visualization of results in section 
4, and finally conclusion in last section. 
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2.  DATASET DESCRIPTION 
In this dataset description, the purpose of diagnosis we are 
using a FNA technique. It is a simple technique giving best 
performance in rapid way. It deletes cells from breast lesion 
with a fine needle.  In our research used Wisconsin Dataset, it 
is obtained from Kaggle website [6]. Actually this data set was 
developed by Dr. William H. Wolberg, physician at the 
University of Wisconsin Hospital at Madison, Wisconsin, 
USA. At the time of dataset creation used uid samples, it was 
received from breast cancer patients to use graphical 
computer program called Xcyt. The Xcyt using for analysis of 
cytological attributes based on a digital scan. To compute ten 
features from each cell in the sample collected from patients; 
in this process calculate the mean, extreme value and 
standard error of every feature for the image. The following 
algorithm developed for this process. 
 
Step 1: ID: 2, Diagnosis, M = malignant, B = benign, 3-32) 
Step 2: To compute ten features from each cell in the sample. 
Step 3: Calculate the mean 
Step 4: SD of gray scale value. 
Step 5: Calculate the perimeter 
Step 6: Calculate the area 
Step 7: Observe the variation in mean 
Step 8: perimeter^2 / area - 1.0 
Step 9: Calculate the concavity 
Step 10: Number of concave portions of the contour 
Step 11: Symmetry of cells 
Step 12: Finally fractal dimension 
 
The mean, standard error and “worst” or largest of these 
features were calculated for every image, it generates 30 
features from image. This analysis helpful for select the best 
features for cancer model.          
 
2.1 Loading the dataset 

The Python API provides for CSV model and method reader 
() support for loading CSV files. After that convert the CSV 
data to a NumPy array for machine learning. Here, we used 
read_csv method of pandas to import the dataset. Before 
importing the dataset, check the current working directory 
and set it to the directory where the data is available. 
 
2.2 Dividing the dataset 

The dataset is divided into two parts based on types of 
variables, dependent and independent variables. All the 30 
independent variables are set into X and the dependent 
variable diagnosis is set to Y data is shown in Figure 2. This is 
done using iloc method of pandas; it divides the dataset based 
on indices. 
 

 
Figure 2: Segmentation of datasets 

2.3 Dealing with missing values 

In real time databases, most of the data having missing 
values, this type of data not comfortable for analysis in 
research. Different types of strategies available for filling the 
missing values in manual or automation (filtering data). We 
follow the process of Mean, Median and Mode for purification. 
 
2.4 Encoding Categorical data 

Categorical variables are often called nominal type of data. 
Most of the machine learning algorithms is not access label 
data directly. It accepts numeric values as input and output. 
So it is mandatory to convert categorical data into numeric 
format. Then only to use this data into different types of 
application in real time. 
 
2.5 Splitting the Dataset 

A machine learning algorithm works in two stages-the testing 
and training stage. The training dataset is the initial dataset 
used to train an algorithm to understand how to apply 
technologies like neural networks. It includes both input data 
and the corresponding expected output. The purpose of the 
training dataset is to provide your algorithm with “ground 
truth” data. The test dataset is used to assess train dataset in 
algorithm. You can’t simply reuse the training dataset in the 
testing stage because the algorithm will already “know” the 
expected output, which defeats the purpose of testing the 
algorithm shown in Figure 3. 
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Figure 3: Training and validation of Data 

 
2.6 Feature Scaling 

Feature scaling is known for data pre processing and also 
called normalization. In normalization, most 
of classifiers work out the distance between two points by 
using Euclidean distance. Based on this formula easily 
identify the outliers. Feature standardization used for identify 
the value of every feature based on zero mean and unit 
variance. This process is frequently used in machine learning 
algorithms. The following equation is general method for 
calculating the feature value. 
 Xstand=mean(x)/standard deviation(x)   (1) 
 
In our model we have used Standard Scaler class sklearn. The 
Pre-processing module for normalize the range of the 
self-governing variables. This is the last step of data 
preprocessing. Once we are done with it, we can move further. 
 
2.7 Dimensionality Reduction 

In  machine learning, dimensionality reduction  is the process 
of reducing the number of random variables based on 
different techniques. Principal component Analysis and 
transform techniques are used for dimensionality reduction 
process. This process divided into feature selection 
and  extraction [8][10].  
 
3.  METHODOLOGY 
In methodology, accuracy is most crucial work to success the 
process with good outcome. Naturally accurate results 
generated methods avoid over fitting and cut the processing 
time also. Training different models is great understanding 
between machine learning algorithms. The training time 
close to accuracy of final results. Few machine learning 
algorithms more sensitive in presence of data points than 
other algorithms. The training time also based on size of 
dataset, it is limited to selection of machine learning 
algorithm.  
 

Linearity followed by most of machine learning algorithms. 
In linear classification data points can be separated by straight 
line. For separation of data points, we can use different types 
of algorithms like logistic regression, support vector machine 
and linear regression are shown in Figure 4.  
 

 
Figure 4: linear regression followed by straight line representation 

 
A linear classification algorithm generates result in low 
accuracy in some times. It based on different size of datasets, 
type of data and selection of algorithm. 
 

 
Figure 5: Time of Delay representation 

 
Non linear regression suitable for some times, it based on 
different size of datasets, type of data. Most of the researchers 
prefer the linear regression because simple and fast training 
data. Number of parameters changes the behavior of 
algorithm. It affects the error tolerance and time. The large 
numbers of parameters require the more trial and error for 
finding the good combination data to algorithm is mention in 
Figure 5.    
 
3.1 Principle Component Analysis  

The principle component analysis using for classification and 
dimensionality reduction and it mapping linearly for low 
dimensional space. It finds out sum of variances of all 
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personage principal components. This technique compare 
between the total variance with principle components. This 
classification is unsupervised technique to find meaningful 
data based on covariance matrix [8]. 
 
3.2 Confusion Matrix 

This matrix used for measure the throughput of a machine 
learning algorithm, it is a supervised learning [7]. In this 
matrix row represents the actual class instance and column 
represents predicted class instance. It finds the confusion 
occurs in our algorithm. Labeling of a class not create confuse 
but mislabeling create the confuse, then confusion matrix 
incremented by one. 
 
3.3 Logistic Regression 

Logistic regression also using for classification, it borrowed 
by machine learning from the domain of statistics. This 
algorithm, falls under Supervised Machine Learning. It 
solves the problems of Classification. It is used to predict 
binary outcomes for a given set of self-governing variables. 
The dependent variable’s outcome is discrete [9]. 
 
3.4 Support Vector Machine  

In machine learning domain, SVM are supervised 
learning models that analyze data used 
for classification and regression analysis [7][11].  These 
training algorithms construct a model that assign another 
category. This model as points in space, mapped to the 
separate categories is divided by a clearly.  
 
3.5 k-Nearest Neighbor  

The k-nearest neighbor’s algorithm is a non- 
parametric method used for regression and classification. 
The input consists of the k close to the training examples in 
the feature space. The outcome depends on k-NN used for 
classification or regression. It find the distance between the 
neighbors using Euclidean distance. If k = 1, then the object 
is simply assigned to the class of that single nearest neighbor 
[9][12]. 
 
4. RESULTS AND ANALYSIS 
The statistical results showing is important skill in machine 
learning. Statistics focus on quantitative description and 
estimation of data. It is easily understand by end users and 
helpful know a finding patterns, corrupt data and outlier 
detection, etc. data visualization can be used to display major 
relationship in plots and charts. It create mesh grid out of an 
array values of x and y. Each integer value between 0 and 4 in 
x and y directions. If you want to create rectangular grid, then 
pass the x and y data points. Classification Techniques and its 
results of breast cancer data is shown in Figure 6. 

 

 

 

 



R.Vijaya Kumar Reddy et al.,  International Journal of Emerging Trends in Engineering Research, 8(9), September 2020,  6074 – 6079 
 

6078 
 

 

 

 

 

 
Figure 6: Classification Techniques of breast cancer data 

5. CONCLUSION AND FUTURE SCOPE 
The SVM (SMO) is used for analysis in this paper is only 
applicable when the number of class variable is binary. The 
SVM (SMO) is only applicable when the number of class 
variable is binary i.e. we can’t have more than two classes. To 
solve this problem scientists have come up with multiclass 
SVM. Novel techniques such as like knowledge discovery in 
database have become well-liked research tool from medical 
research. With the help of these techniques extract the 
patterns and find out relationship between large numbers of 
objects. Based on historical datasets of corresponding cases 
stored in data bases, these results compare with fresh 
outcomes. In this paper, implement a new model based on 
classification techniques for analyzing breast cancer data. 
The statistical results show the effectiveness of techniques 
and compare these techniques based on accuracy, sensitivity, 
and specificity 
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